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1 – Setting the scene

- Discussions intensified in EU on 
use of AI in asylum, migration & 
border control

- Opportunities and risks of AI-
driven decision making



2 – Cross-cutting issues: Fundamental 
rights framework & key challenges

• Primary EU law: right to an effective judicial remedy (Art. 47 CFR) & right to good 
administration (GPL)

• EU data protection law reconfirms this

Ʃ: right to an effective remedy covers decisions taken with the support of AI technologies/by 
algorithms

• AI used for decision making in migration/security can challenge access to justice:

• Persons not always aware of the use of AI

• Lack of explainability & transparency (“black box effect”) → right to a reasoned decision = limited; 
need to find a way to provide meaningful information!

• Limited availability of specialised legal support

• No access to info about AI in the process → individuals may not be able to defend themselves

Ʃ: access to remedy – more difficult against decisions supported by AI.  Qs = how to empower
judges; avoid ‘automation bias’ of judiciary; provide equality of arms btw victim & defendant? 
(e.g. by sharing/shifting the burden of proof)



3 – Case studies in the field 
of migration & security

Example 1: screening rules of the European Travel Information and 
Authorisation System (ETIAS) [Reg. 2018/1240]



3 – Case studies in the field of 
migration & security (cont.)

Example 2: use of real-time facial recognition technology by law 
enforcement [see FRA report]

https://fra.europa.eu/en/publication/2019/facial-recognition-technology-fundamental-rights-considerations-context-law


3 – Case studies in the field of 
migration & security (cont.)

Example 3: use of algorithmic decision-making under the Passenger Name 
Records (PNR) Directive [Dir. 2016/681]
- PNR data = info collected by airlines for commercial/operational purposes in providing air transportation services 
→Directive allows LEA to use PNR data, both from extra-EU (compulsory) and intra-EU (optional) flights → to 
combat serious crime & terrorism

- Analysing PNR data using ‘pre-determined criteria’ and checking PNR data against ‘relevant databases’ = made by 
algorithms (can lead to many ‘false positives’)→ see CJEU, Case C-817/19 [pending]

https://curia.europa.eu/juris/documents.jsf?oqp=&for=&mat=or&lgrec=en&jge=&td=%3BALL&jur=C%2CT%2CF&num=c-817%252F19&page=1&dates=&pcs=Oor&lg=&pro=&nat=or&cit=none%252CC%252CCJ%252CR%252C2008E%252C%252C%252C%252C%252C%252C%252C%252C%252C%252Ctrue%252Cfalse%252Cfalse&language=en&avg=&cid=1409992


Thank you for your kind 
attention!

? Questions ?


